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Abstract

The ability to form coalitions of agents is central to multi-
agent problem-solving. However, most multi-agent systems
research still takes the view that teams are simply provided
- an invalid assumption in most real-world situations. This
paper describes an approach to forming coalitions of agents
in robotic soccer, a domain where the dynamic nature of the
environment plays a key role. We describe how agents that
can learn about the abilities of others can form a coalition of
the better-playing agents on the team, and show that this can
be used to improve the performance of a team consisting of
agents with varying skill levels. We also show that this mech-
anism is a useful one in a setting where agents are learning to
play soccer, in order to form a coalition of agents from which
to learn.

Introduction
The advantages of using of multiple agents to solve prob-
lems, both through basic division of labour as well the ability
to economize on the cost of developing agents by dividing
up specialized skills, is well known. Many approaches have
been developed for decomposing problems, allocating tasks
within a group, and combining results, using expertise from
a wide array of fields, from game theory to sociology. Rela-
tive to this body of work, however, the study of theformation
of teams and other types of coalitions is relatively imma-
ture. Most multi-agent systems research assumes existing
teams with individual and group motivations that are rea-
sonably well-understood, and work toward providing mech-
anisms to improve performance or ability – a few exam-
ples being (Fontan & Mataric 1996; Balch 1999; Ander-
son, Tanner, & Wegner 2002; Brogan & Hodgins 1997;
Veloso & Stone 1998).

While such research is useful in improving our under-
standing of coordination and other important mechanisms,
it does little to help us understand how such groups arise
in the first place. What makes it worthwhile and useful for
an individual to choose to belong to a group or not? Con-
versely, what makes it useful for a group to accept particular
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individuals and form a more functional team, while exclud-
ing others? In the real world not every individual who wants
to be in a group is necessarily useful to it, and in order to
have functional teams we may have to exclude agents from
a group or work around the presence of less useful individu-
als.

Consider, for example, a human soccer team. While a pro-
fessional team would be selecting their players from a small,
select pool, teams below this level would more likely use a
group of individuals with widely varying talents. As a player
on that team, one would have to get to know the behaviour
of one’s teammates, and begin to form sub-groups of those
with which it would be most useful to interact. Similarly, in
an online community such as an e-commerce or distance ed-
ucation environment, there will be agents that have distinct
advantages (e.g. more honest, more helpful, more knowl-
edgeable) to most other members of the group than others.
Loose coalitions of agents who believe they can be useful
to one another form and dynamically change: the tempo-
ral extent of these may be momentary (“I’ll pass this to one
of the good players”) or more long-lasting (“I will never do
business with a company that has one of my friends down”).

While any human belongs to many formal groups, these
kinds of dynamic, informal coalitions - outside of or as part
of more formal groups - are ubiquitous in human activity.
We constantly make decisions in real time about who to
interact with when we have a choice, and we reasonably
quickly learn who in any formal group is there for the core
purpose of that group, and who is there for other reasons
(status as opposed to utility, for example). Most current
work in coalition formation, however, focusses on formally
defined groups – for example, (Tohme & Sandholm 1999;
Yamamoto & Sycara 2001; Brooks & Durfee 2002) – as op-
posed to these more common informal organizations.

Our interest in these more informal organizations arises
out of work in real-time decision-making in robotic soccer.
Robotic soccer is a highly complex domain that has become
a significant challenge problem in both mobile robotics and
artificial intelligence. This challenge problem has been a
tremendously useful to researchers in mobile robotics in
terms of providing a common grounding for research in vi-
sion, control, and individual and team behaviour, among
many other areas. Moreover, the use of a standard domain
also affords the opportunity of competition in order to judge



the suitability of various proposed solutions in a controlled
physical setting.

While it is certainly possible to have elaborate plays dur-
ing a soccer game, the selection of these requires strong
agreement beforehand simply because of the extremely lim-
ited time available in an ongoing soccer game to make se-
lections and map roles through communication. We believe
that the extreme time-limited opportunities that characterize
robotic soccer make the formation of temporally short coali-
tions on a team both more interesting from a multi-agent
systems standpoint and potentially more useful to exploit in
the game itself. By such a coalition, we mean an under-
standing on the part of two or more agents that some oppor-
tunity can be exploited between them, due to recognition of
their particular skills. For example, one agent might possess
the ball, see an open teammate, receive a signal from that
teammate that they understand the opportunity to achieve
a shared goal, and choose to pass to that teammate based
on some knowledge of that teammate’s abilities. This in-
volves some representation of the coalition on the part of the
passing agent: the teammate being passed to has the nec-
essary skills to belong to the group of agents deemed wor-
thy of passing to under the game conditions currently be-
ing experienced. A relationship between the two players is
momentarily formed over and above any other relationships
that currently exist. This relationship may end immediately
(the agent passes the ball and move on), or may continue
for some time (the agent continues up an open channel in
the field as the teammate works to keep that channel open).
This is as opposed to an elaborate play relying upon under-
stood relationships beforehand and pre-mapped actions as
the play unfolds, or on individual behaviours that recognize
no relationships with teammates (e.g. kicking the ball for-
ward and a teammate simply happening to be there and mov-
ing it further, with no recognized connection on the part of
either agent).

From the standpoint of knowledge of the coalition, each
agent may have their own ideas of who constitutes mem-
bers of the coalition (in this case, whose skills are worthy of
being passed to), as opposed to a negotiated global member-
ship list. Such a coalition as that described above is dynamic
not only in that it is used to form momentary relationships,
but also in the agents that constitute it. If someone seems
to be having a bad day, for example, they may be excluded
from an agent’s concept of this coalition, and be placed back
on it in future. New players may similarly get initial oppor-
tunities to prove themselves (an assumption of a skill level),
and face a long period of earning trust if they fail in this ini-
tial period. While elaborate plays certainly exist in soccer
and most other human sports, these lower-level decisions,
and the changing coalitions of players we consider, form the
backbone of moment-by-moment activity.

We have competed previously in the F-180 league at
RoboCup (Andersonet al. 2003), and have employed this
domain for research into issues in vision, teamwork, path-
planning, and learning. We are working on developing
agents that form informal, changing coalitions in this man-
ner, adding and removing agents as they meet or fail to meet
the criteria for that coalition. Such coalitions exist inde-

pendently in each agent - there is no global membership
list, and indeed, each agent’s standards for membership may
be different - however, the coalition itself is inexpensive to
maintain in a real-time setting relative to the development
of formal contracts, and we believe that such coalitions can
greatly enhance the performance of teams in many real-time
settings. Our intent is to empirically examine the use of
such informal coalitions over teams that do not employ such
structures.

This paper describes recent work toward this end. In or-
der to judge the behaviour of an agent over time, and decide
whether it should be included in a coalition, we must be able
to learn about the behaviour of others, and so we begin by
describing relevant work in multi-agent reinforcement learn-
ing that supports this. We then describe our approach to
forming coalitions and the implementation of the agents in-
volved. Finally, we compare the performance of agents us-
ing various elements of these coalition formation techniques
to teams of agents with varying abilities that do not take this
approach, and illustrate that this is useful in learning from
other agents as well as simply performing better as a team.

Learning about others as a basis for coalition
formation

In order to be able to form coalitions from useful agents, we
need to determine how useful particular members or poten-
tial members of the coalition are to us. To do this, we must
either use pre-supplied information (first impressions, prior
records), and/or have the ability to learn about the behaviour
of others over time. We are most interested in employing
this in domains where a group of agents are placed together
with no prior knowledge, so we currently employ no initial
opinions about other agents: any agent has no particular rea-
son to believe anyone else may perform well or poorly. We
can begin with any initial opinion desired however, allowing
for inclusion of prior reputations.

In order to be able to form coalitions of agents that are
useful for various purposes, an agent must be able to learn
about the abilities of other agents. In soccer, we learn about
other players through observation during play on the field.
We can supplement these with coarser statistics (e.g. total
goals a player has scored), but we can more quickly learn
simply by watching for episodes of good and bad behaviour
as play unfolds (since there may be many episodes of either
during the time leading up to a goal being scored). There are
any number of indicators of a good or bad player: passing
a ball toward one’s own goal rather than away, where either
option is available, is not particularly strategically useful,
for example. This can be extended to use the models we
are maintaining as agents: if I know that player X is a poor
player, and I see you pass the ball to player X at a crucial
moment when other players could have been employed, this
might lower my opinion of you. One of the difficulties in
any multi-agent situation is the question of individual per-
spective: the situation may look different than it actually is
because of the angle of view, personal knowledge (I may not
know some action is as bad as it turns out to be), visual oc-
clusion, etc. Like other learning settings, we have to deal



with the fact that we will get inaccurate perspectives some-
times, and ensure that (all things being equal) the effect of
repeated accurate experiences will outweigh the few incor-
rect ones.

As activity in the domain unfolds, agents get a more and
more accurate picture of others and form coalitions that al-
low better results to be achieved than would be possible
without such knowledge. The degree to which behaviour
is improved is, of course, directly affected by the variation
in skill levels between agents: if everyone is very good in
all ways, for example, devoting any time to choosing who
to interact with on the basis of skill will not further improve
team behaviour. However, the greater the number of poorly-
skilled (or to generalize to other domains, dishonest or oth-
erwise untrustworthy) agents, the greater the difference in
performance the use of models of others as a basis for infor-
mal dynamic coalitions should be. The domain also affects
the utility of this: the greater impact any poorly-skilled agent
can have, the more important it is that we have a mechanism
to avoid such interactions.

There is also the issue of maintaining membership in any
agent’s view of the coalition over time. Agents associate
with one another for many reasons, and it may be that what-
ever skills an agent brought to a coalition may be lost, that
an agent may have been deceptive about its abilities when
it became a member, or that that the agent’s own priorities
may have changed over time and it may no longer be keeping
up with any services to the coalition. Whatever the reason,
agents must be forced out of such informal coalitions when
they no longer useful. In the case of a game like soccer,
this is an interesting situation. If I observe a wide range of
skills in teammates, and I wish to work with only the best
of these given the choice, I can learn about others over time
and gradually form a coalition of useful members. If one of
those agents’ skills drastically change (e.g. an injury, or in
a robotic context a power failure) , I want to immediately
note that and remove them from the coalition. If I do this
to harshly, however, it’s possible for an agent making only a
few momentary mistakes to be excluded completely where
that agent in the long run would be of benefit to the coalition.
In a real robotic domain especially, power and other types of
failures (e.g. being lost from the view of an overhead vi-
sion server) are common and often short-term. We need a
method that will both exclude poor agents and yet be flexi-
ble enough to deal with short-term failures. These aspects of
our approach will be described in Section , following a dis-
cussion of the manner in which we have implemented these
agents.

In addition to maintaining coalitions of agents for the pur-
poses of enhancing play on a mixed-skills soccer team, there
are also other intriguing possibilities for the use of dynamic
coalitions. If I want players to be able to improve, I can
either use an external teacher such as a coach, or I can fur-
ther attempt to take advantage of the presence of multiple
agents to allow agents to learn from each other. We have
been experimenting with forms of reinforcement learning
during soccer play that allow a much greater quantity of re-
inforcement to be gathered from the observations of other
players during play, as opposed to strictly external sources

such as goals scored, or sources that are only intermittently
available, such as a coach during time-outs (Anderson, Tan-
ner, & Wegner 2002). The difficulty with this in practice is
that while the number of potential reinforcements is large,
the quality of many of these is poor. Given that reinforce-
ment is based on observation, an agent that plays soccer
well will provide useful reinforcement in general (subject to
the same inaccuracies due to individual perspective as those
detailed above). An agent that is poorer will likely give
information that is not useful or even counterproductive to
learning to play good soccer. Learning in such a setting can
only progress by developing the ability to distinguish which
agents are worth learning from (or, considering the problem
from a finer grain, thedegreeto which each agent should be
considered a good model of behaviour in the domain). From
the standpoint of the dynamic coalitions discussed above, we
must develop coalitions of agents to learn from, and adjust
these based on perception of those agents’ abilities.

The ability to form a coalition of agents to learn from
can be supplied by the same coalition-formation mechanism
used for any other informal coalition. However, in order
to allow learning of good soccer player behaviour, we must
add an additional learning mechanism to the agent. We
employ reinforcement learning techniques to learn soccer
(Anderson, Tanner, & Wegner 2002), and our approach to
reinforcement learning uses a situation-action mapping for
soccer-playing behaviours represented in the form of a ba-
sic table (as has been done in robotic domains in many prior
robotic learning implementations, such as (Mataric 1997a;
1997b)). A variant of Q-learning (Sutton & Barto 1998)
is employed to take reinforcement from others and spread
it back through the sequence of actions that have unfolded.
This mapping forms the agents’ current set of behaviours,
and improves over time. This same mapping, whether
learned or not, also serves as the basis from which the be-
haviour of other agents is judged: agents employ their own
abilities to ask what they would do when they see the be-
haviour of others, and use this to update their model of the
abilities of other agents.

The next section describes the implementation level of
these agents. Following that, we show the utility of employ-
ing such informal coalitions to improve the performance of
a robotic soccer team without having the players learn from
another (Section . Then (Section , we show that coalitions
can be used to assist the peer reinforcement learning mecha-
nism described above to learn from whom to take reinforce-
ment.

Implementation
Our implementation of this approach is done using the
RoboCup Soccer Server (Nodaet al. 1998) version 8 for
Linux. Agents are behaviour-based and written in Java, and
the server simulation is run at 4x speed (1 cycle=25ms) in or-
der to allow learning to occur relatively quickly. Each agent
has basic behaviours for ball handling, passing to other play-
ers, kicking on goal, and offensive and defensive movement.
The weighting of each of these behaviours is varied based
on the agent’s own perceptions of how offensive or defen-
sive the setting is (e.g. standing in front of an opponent’s



goal vs. one of the opposing team’s players coming with
the ball into our own end). Agents maintain a very simple
world model, storing only the location of the ball and other
players on the field (relative to flags placed on the field by
the server). To reflect the dynamic nature of the game, this
model decays very quickly over time - complete lack of con-
fidence in the position of any object is reached in less than
a second. Agents do not perform any tracking over time of
objects (i.e. there is no information tracked over more than
1 visual frame, such as the ball travelling from one player to
another), because the speed of the game goes against hav-
ing such elaborate world models. Instead, relative positions
of useful objects are noted (for example, a player being at
roughly the same location as the ball, or behind the ball and
in turn behind the goal for a kick), and events such as likely
kicks, passes, and goals scored are inferred from these. This
leads to perception that is fallible as it would be in the real
world.

In order to provide players of varying skills, we have two
options. We can either handicap player’s ability to perceive
the world (if I can see the ball further than some other player,
I have a distinct advantage), or by altering their behaviours
(if I am less accurate in my shot placement, or can kick the
ball only a much shorter distance, for example, I am decid-
edly disadvantaged). Although either of these allow varia-
tion in player skill, it is more realistic to employ the latter,
and we thus handicap some players by giving them less ac-
curate ball handling abilities - they are more likely to miss
a target or have a shot be short or long. We could also have
all players learn all skills from scratch, which would natu-
rally have everyone be extremely poor at the start. We have
thus far not attempted this, in part because of the length of
a trial, but also because of a desire to control performance
enhancement from learning basic skills vs. performance en-
hancement from learning to interact in a coalition.

In terms of maintaining reputations, the soccer domain is
different from many other multi-agent domains in that we
are not interested in agents that are deceptive but simply
those that are not likely to perform well. To maintain infor-
mation about other players we employ a pragmatic, heuris-
tic approach that is manageable in real time rather than at-
tempting to use elaborate statistics. As stated above, learn-
ing about other players is done purely through observation.
Each player maintains an ongoing reputation in terms of a
cumulative average of episodes observed for each player,
and notes the following types of episodes to form a model of
the skills of other players: observing a player gaining pos-
session of the ball in the open enhances the reputation of that
player (+4), as does gaining possession from an opponent
(+4) and scoring goals (+10). Losing possession to an op-
ponent lowers reputation (-4). The latter will happen much
more often in players that are poorly skilled, since they will
not be able to control the ball as well when it is kicked. Be-
cause of the heuristic perception employed, we do not have
a constant stream of updates: on average, a player views
one of these significant actions on the part of a teammate
approximately every 7.5 seconds.

The teams that we employ initially know nothing about
one another, and consequently the reputations maintained by

any player fluctuate wildly initially. These settle down in
the long term, and when agents are static (i.e. they are not
learning new behaviours) their reputations settle into relative
consistency after approximately 1.5 hours of play (200,000
time steps). Figure 1 shows the evolution of the reputation
of a typical good and bad agent over time. Reputations will
always fluctuate slightly since it is possible for agents to see
several good things or bad things in a row, and none of the
agents is perfect.

Effect of Coalition Formation on Team Play
In order to decide whom to work with, we need some basis
for distinguishing agents that are worthwhile from those that
are not. Since we are dealing with teams that know nothing
about one another initially, we have no absolute means for
determining a boundary between a good and bad agent. In-
stead, we employ the following heuristic methodology.

With reputations based on observation, an agent observes
many more episodes of its own behaviour over time than it
does of others. This is reflected in a more accurate view of
the agent’s own abilities than those of others. If we assume
we are like most other agents, we can use the difference be-
tween how we see others and ourselves as an estimate of
error - an agent that is like ourselves could look as different
as this or more to us. Since we have a range of skill lev-
els, however, we can’t assume we’re like all other agents.
In order to get a better estimate of error, we allow agents to
inquire about their own reputation from others, allowing a
more direct direct measure of the potential error between our
own perception and how others see us. This does not assume
others are like us in soccer skills, only that they employ the
same mechanism for maintaining information about others.
This is not basing reputations on communication - we never
share the reputations of other agents, we ask only about our-
selves (although we have found that sharing all models of
other agents using communication does not speed up the
accurate modelling of others over observation as much as
would be expected). We use a multiple of this difference
as a form of standard deviation that can be used to reliably
distinguish good agents from bad. This is easily employed
in real-time, since our models of others stabilize after a rea-
sonably short time and we do not have to continually inquire
about how others see us.

While we have found that this is a useful method for judg-
ing bad agents where the effect of a bad agent on team play
is linear or super-linear (that is, the effect on the score of
a game when a good agent is substituted with a bad one
decreases linearly or worse than linearly), it is not as use-
ful when bad agents do not have as negative an effect (i.e.
they are sub-linear in terms of their effect on score). We are
currently working on a less relative approach by adapting
Balch’s concept ofsocial entropy(Balch 1998) to deal with
measuring the effect of a bad agent on a team’s skills (i.e.
viewing poor skills as a form of heterogeneity) and attempt-
ing to quantify the direct effect of a bad agent.

The effect of using coalitions to decide with whom to in-
teract with depends, of course, on precisely what we use
those coalitions for. If we have formed a collection of what



Figure 1: Developing reputations over time

we consider ”good” agents, we can choose to use it to se-
lectively interact with other players - for example, to choose
to pass the ball to good agents over bad ones when there is
some option. We can also employ a coalition more conser-
vatively, by actually working to exclude agents that are not
part of the coalition from play - for example, by moving to
intercept a pass to a non-coalition agent. There is, of course,
a range of behaviours in between as well. Figure 2 shows
the effect of using this mechanism in both of the above situ-
ations individually and in combination, on a team where the
presence of a bad agent is super-linear. The figure shows the
score ratio of a team employing this mechanism to form a
coalition of good agents compared to an otherwise-identical
team that does not employ this coalition mechanism.

Maintaining Coalitions
Being part of a coalition also should mean that member-
ship has some meaning to an agent - that it is economically
(or in some other sense) desirable to maintain membership.
Since these coalitions exist within the perspective of a sin-
gle agent, this translates to it being undesirable to remove
someone from the coalition for observing infractions that
do not undermine the economic contribution the offending
agent’s participation makes. If an agent witnesses repeated
severe transgressions (e.g. scoring repeatedly on one’s own
goal), it is likely worthwhile considering the offending agent
bad no matter what its prior reputation. Temporary failures,
however, happen often in robotics and must be dealt with
without long-term harm to a reputation in order to allow the

coalition to reap the benefit of the agent’s participation once
it is again available.

We have been exploring issues in the length of memory
and its effect on agent reputation in order to make coali-
tions of the type described in previous sections more re-
ceptive to change on the part of the abilities of the agents
being modelled. In particular, we are interested in mod-
elling failures in agents and adapting the reputation mod-
elling to these, since temporary agent failures are common
in robotic soccer. Purely long-term reputations will not suf-
fice for this purpose, because it takes too long for a reputa-
tion to degrade enough for the agent to be recognized as bad
and thus excluded from the coalition (i.e. we keep passing
the ball to an agent that is dead on the field), and then too
long once that agent gets started again to eventually be in-
cluded. Adding a short-term reputation mechanism for such
settings has proved useful. The short-term memory consists
of a reputation based on the lastN observations of that agent
rather than the long-term running average. The effect of an
N-step short-term memory (N=10,30,80) on the reputation
of a failing agent is shown in Figure 3. This shows the points
where an agent was disabled and then re-enabled, and the de-
lay in reputation decay (and later improvement) by memory
length. Of the various lengths we have been experimenting
with, we have found only a very short (10-step) short-term
memory to be effective in dealing with properly managing
reputations for failures of the lengths we have anticipated for
a robotic soccer domain ( 10 minutes). In terms of the effec-
tiveness of employing this on a soccer team, Figure 4 illus-



Figure 2: Effect of employing a coalition to choose an agent in a passing situation, in moving to intercept the ball, and both in
combination

Figure 3: Reputation decay for various lengths of short term memory



Figure 4: Effectiveness of short- and long- term memory alone where agents can fail



trates a comparison between a control team (using regular,
long-term reputations as above) and a team supplementing
this with the 10-step short-term memory, under conditions
where the likelihood of any agent failing on a particular time
cycle is 0.00025, with all failures lasting ten minutes. This
translates to an average of one failure every fifteen minutes
of play. The agents themselves have no concept of what a
failure is, they know only (from observation over time, using
the modelling mechanisms described earlier) that an agent is
not playing the way a good agent would be expected to. The
actual calibre of play of the agents is exactly the same as
the experiments shown earlier. Short memories, as would
be expected, are not useful on their own. The relative com-
parison of teams forming coalitions using reputations based
purelyon short- and long-term memory, in comparison with
control teams using each type of memory and not employ-
ing coalitions, is shown in Figure 5. This shows that while
short-term memories are useful for dealing with temporary
setbacks in reputation (such as these minor failures), they are
not as useful on their own as a long-term reputation mecha-
nism for forming coalitions of good agents. We are continu-
ing to explore combining short- and long-term memories in
a dynamic fashion to explore issues of balancing the likeli-
hood of exclusion from a coalition of good agents with the
potential economic benefit of the agent.

Using Coalitions to Improve Learning
We began this work not just so that we could improve the be-
haviour of teams where agent skill is diverse through the for-
mation of coalitions, but so that we could use reinforcement
learning where reinforcement came from peer agents, grad-
ually learning who to learn from. This can be considered
forming a coalition of teachers from the learner’s viewpoint.

To examine the effectiveness of this, we first determined
a simple collection of 9 correct-perception action mappings
that would translate to better performance on a soccer team
(for example, kick when you are close to the goal and
have the ball; move the ball toward the opponents goal).
These behaviours were to be learned, while the many other
behaviours necessary to play soccer were provided to all
agents. We used the methods of reinforcement described
in Section : each agent observes other agents and issuing
positive or negative reinforcement based on what that agent
would itself do in the same situation, and a learning agent
takes reinforcement from other agents, considering it in light
of the agent’s model of the source(s), and alters its own
perception-action mapping accordingly.

To examine the efficacy of the coalition-formation mech-
anisms on this process, we took an agent learning by re-
inforcement from others, and examined the effect of mod-
elling other agents’s abilities described in Sections and on
the amount of learning that took place and the amount of
time this took. A single learning agent was placed on a team
where all other agents were not learning soccer-playing be-
haviour. The learning agent was given a subset of the abil-
ities that a good soccer playing agent would require. Basic
movement was complete, but a subset of behaviours involv-
ing decisions as to what to do when the agent had the ball
in any particular state (shoot it at the goal; pass forward to a

teammate; pass backward to a teammate; or dribble the ball
towards the goal) were learned. In order to have an agent that
had at least some ability to do something with the ball ini-
tially, some of the poorest choices were pre-filtered: for ex-
ample, when an opponent was within 5 meters of the agent,
dribbling the ball to the goal was not provided as a poten-
tially viable option. Considering the situations in when each
choice could be active and possibly observed by a teammate
in order to get reinforcement, this amounted to 9 particular
states for which the agent had to learn the action that would
be considered correct for a good soccer-playing agent.

In this situation, the amount that could be learned was
directly affected not only by the degree to which the agent
could differentiate accurate from inaccurate reinforcement,
but by how much reinforcement was actually accurate - that
is, how many of the agents on the team were actually good
players. To control for this we set up two team categories: a
team where the learning agent had four equally good team-
mates to learn from, and another where the team was equally
split by having two good teammates and two with poor
skills. While those with poor skills would still be of some
benefit in learning (that is, to the degree their skills were
at all useful), presumably the agent would learn as almost
much bad behaviour as good without the ability to discern
reinforcement from agents that actually could perform well
from reinforcement from poorly-performing agents.

Two instances of each team were created, one a control
pair that used peer-based reinforcement learning with no
attempt to form a coalition of good agents from which to
learn, and a second pair that formed a coalition in order to
ignore reinforcement from agents that were deemed ineffec-
tive. Figure 6 shows the results of this learning over time,
in terms of the cumulative average of the states correctly
learned over time. Figure 6 shows that forming a coali-
tion has no effect over not forming a coalition in the case
where all agents are good - this is natural, since the best one
can achieve with the coalition is to have all agents involved,
which is already done in the control group. Moreover, when
employing coalition formation in a group consisting of en-
tirely good agents, the coalition formation mechanism actu-
ally makes the learning process less successful at first. This
is because useful reinforcement is not taken seriously until
the agent realizes that its teammates are in fact good agents
whose reinforcement is worth using. On the other hand, if
50% of the teammates are poorly skilled, forming a coali-
tion to learn from the good agents is enormously beneficial.
In fact, a coalition of 2 good agents was almost as useful
as having only skilled teammates once the reputations other
agents were learned and the coalition employed. The differ-
ence in successful learning between this group and a non-
coalition forming team with four good agents is due both to
the partially inaccurate reinforcement received from the two
poorly-performing agents, as well as the accurate reinforce-
ment that was discounted during the time reputations were
being formed.

Discussion and future work
We have seen that the ability to dynamically form coalitions
is useful in robotic soccer, both in terms of the effectiveness



Figure 5: Comparison between using only short-term and long-term memory for agent models

Figure 6: Learning: employing vs. not employing coalitions



of limiting the damage that less skilled players can do, and
in terms of selecting players to learn from in a learning situ-
ation. We have also shown that the exclusion of players from
a coalition is assisted through the use of a short-term mem-
ory as opposed to purely relying on long-term reputation.

In addition to performing further experimentation on the
nature of dynamic coalitions in this domain and its effect
on group reinforcement learning, there are a number of in-
triguing areas for further work. If one’s reputation is the
key to how one is treated by others, for example, behaviour
to safeguard reputations should be important. Here there is
no global membership associated but agents know that oth-
ers are using the same coalition management skills. We also
want to use coalitions to allow agents to learn to refrain from
committing actions that will damage their reputation in the
eyes of others - including trusting others too easily, and the
effect of this on the play of a soccer team. This will allow
us to apply this to settings where deception, for example, is
a possibility.

We are also interested in the real-world aspects of more
formal forms of coalition formation, where membership is
posted or shared globally (as opposed to these coalitions
where each agent could possibly have a different concept of
the coalition). There are many real-world elements that have
yet to be considered properly by such mechanisms, such as
agents that are using the coalition for their own purposes
as opposed to that for which the coalition officially exists
(van de Vijsel forthcoming). We see the most important fu-
ture work on coalition formation to be on bridging the gap
between these two mechanisms: moving from the informal
coalitions formed in a moment and lasting for as long as the
coalition is useful, to more formal elements where guide-
lines for behaviour are developed between the coalition’s
members. In the work presented here, for example, short-
term reputation mechanisms are currently used to deal with
potential agent failure. If an agent could propose more for-
mal bonds between members that have a high reputation in
one another’s eyes, we could potentially do away with such
mechanisms by allowing trusted members to remain trusted
despite a failure (use such mechanisms to simply recognize
an agent as unavailable as opposed to genuinely bad), and
forcing members who have not yet earned a high reputation
to earn back their reputation the hard way.
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