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Abstract
Global vision in the robotic soccer domain provides

an excellent vehicle for developing pattern tracking al-
gorithms, since many fast-moving objects must be dif-
ferentiated and individually tracked in real time. We
present a system and novel pattern design that may
be used to track robots from a camera mounted at an
oblique angle and without the use of predefined colors.
Avoiding the need for color calibration results in more
robust vision that can be deployed across a wider range
of problems and environmental conditions, since issues
such as the appearance of color under various lighting
conditions can be avoided.

1 Introduction

Global vision in the robotic soccer domain is an ex-
tremely interesting problem: a significant number of
objects must be differentiated and accurately tracked
in real time while maintaining a high frame rate. Our
interest in the problem of global vision for a team of
robots is twofold. First, we wish to provide accurate
vision over as wide a range of conditions, with as few
underlying assumptions as possible. Second, from the
standpoint of artificial intelligence and computer vi-
sion research, we wish to provide better solutions to
this and related problems by focussing on intelligent,
adaptive approaches rather than relying on specialized
hardware.

One key theme in our global vision research that
contributes to both these goals is doing away with
the common assumption of a perfect overhead cam-
era view [2, 3]. While a perfect overhead camera view
simplifies global vision computationally (e.g. calibra-
tion, geometry), such a system is restricted to only
situations where a perfect overhead view can be guar-
anteed. A more broadly-applicable solution, and one
that bears more similarity to human vision, can be ob-
tained if we assume an oblique camera angle and force
the vision system to take this into account. While
this results in more work for a vision system, the so-

lution is more broadly applicable to problems other
than robotic soccer. It also results in an approach
that is easier to work with in practice in a robotic soc-
cer domain as well: we need only set up a camera in
any space from which a field view can be taken, and
require no overhead infrastructure to mount a camera.

A critical weakness in many global vision systems
for robotic soccer, including our own work thus far,
is a continued reliance on predefined colors. In the
RoboCup small-sized league, colors are used to iden-
tify a robot’s team, to distinguish individual robots
within a team, and to identify the ball. The typical
process used by these systems (e.g. [1]) involves defin-
ing acceptable ranges for the colors used, classifying
all pixels in each image capture by these colors, join-
ing these into regions and searching these for patterns
that describe robots or the ball, and mapping the coor-
dinates of these in the image to the real world. While
this method certainly works well for many teams in the
small-sized league, its success relies on some basic as-
sumptions. First, with the camera mounted overhead,
the system designers may assume that segmented re-
gions will not be of significantly different size at any
place in the image. Because of this, vision systems
may color threshold and segment the raw image, only
correcting for perspective and lens distortion after in-
dividual objects have been found and identified. Such
a system would have trouble processing a side mounted
camera image where regions distant from the cam-
era are heavily foreshortened. Second, the reliance on
color thresholding demands that team colors must be
broadly separated along the color spectrum from each
other and that, for the systems to work well, they
must utilize expensive digital cameras which return
accurate and consistent color over a range of lighting
conditions.

This paper describes a new global vision system
that attempts to reduce reduce reliance on these as-
sumptions. Like our previous work, our new tracking
system operates from a side angle, interpolating cap-
tured images to construct an overhead view. The work
described here introduces an approach based on the



use of motion detection for object identification and
noise reduction that, in conjunction with the use of
a novel tracking pattern, alleviates the need for pre-
defined colors. Following this, we describe how this
is employed to identify and track robots in real time,
and then present some initial performance results and
show the operation of our system under RoboCup con-
ditions. We begin with a brief examination of the in-
terpolated images, in order that difficulty of object
recognition under these conditions may be fully ap-
preciated.

2 Image Interpolation

Due to real-time constraints in the robotic soccer
domain, we use the raw fields from the video cap-
ture device rather than a full interlaced image. The
field is then interpolated using a method based on the
well established Tsai camera calibration [7] and pre-
viously described in [3] to construct an overhead view
from the oblique captures of the camera. Interpolation
represents a significant computational expense, and to
maintain real-time performance we work with an in-
terpolated image of reduced resolution. This results in
an increase in noise in the image and obvious aliasing.

Figure 1 illustrates a sample de-interlaced field and
the corresponding low-resolution interpolated image
generated from this field. The interpolated image is
representative of the type of image we wish to pro-
cess, and nicely illustrates the difficulty faced here.
To capture the field in the image with a reasonable
border, a pixel dimension of 25mm was required (i.e.
each pixel represents an area of 625mm2), resulting
in a low-resolution interpolated image 125x76 pixels.
A 50mm diameter ball on the field is easily seen in
the original image, but occupies between 1 and 4 pix-
els in the low-resolution interpolated image. This is
easily small enough to be considered noise by many
algorithms.

Relying heavily on color in a situation like this is ex-
tremely error prone. We thus developed an approach
that would allow us to work with images such as the
one depicted above, under varying lighting conditions,
that would replace the use of pre-defined colors as the
primary means of identification. There are two ma-
jor elements we have added to support this: first, the
use of motion detection against a static background as
a replacement for color matching in each frame; and
second, a method for defining robot markers that will
allow an efficient search to be performed in an inter-
polated image. The following sections define each of
these in turn.

Figure 1: Captured field and corresponding low-
resolution interpolated image

3 Motion Detection

Because the ball and the color patches typically
used to mark robots are represented by so few pix-
els in an image such as that of Figure 1, we forgo color
thresholding after interpolation, and employ motion
detection as our primary means of identifying regions
of interest. Indeed, because global vision in a soc-
cer situation involves a large static background, mo-
tion detection is a logical basis for this task. More-
over, if we can separate a static background, the por-
tions remaining represent a much smaller dataset from
which to perform further processing (e.g. proper, high-
resolution interpolation of select areas, if necessary).

In designing a motion detection technique, we at-
tempted a number of methods for thresholding using
pixel intensity, as well as distance in color space, in-
cluding a global threshold and multiple local thresh-
olds modifying a global threshold. None of these were
satisfactory, partly because of the effects of field lines
in conjunction with the noise and aliasing in the im-
age. In addition, we could not comfortably identify a
thresholding mechanism that would not lose informa-
tion from darker parts of the image before the thresh-
olding mechanism removed noise in the lighter por-
tions.

We alleviated these difficulties by adapting Σ∆



background estimation [6], a computationally inexpen-
sive method of recursively estimating the mean color
and variance of each pixel.

After collecting the background, we detect motion
in the image by scaling a global threshold by the vari-
ance for each pixel and comparing the sum-squared
error of the incoming image to this threshold. Under
these conditions, we found that increasing the global
threshold enough to suppress all noise had the unde-
sirable side-effect of suppressing the ball (1-4 pixels)
when it was in darker or more aliased parts of the
image.

To solve this problem, we pre-compute the thresh-
old for each pixel by applying a convolution to the
variances using the following kernel:




1 1 1
1 2 1
1 1 1




and scale the result by a global threshold. Now, in
order to discern motion in an incoming image we cal-
culate the sum-squared error of each pixel, apply the
above convolution kernel to the result and compare
each of these values to the pre-computed threshold.
This has the effect of blending motion in the nine pixel
neighbourhood together, working against single pixel
noise while drawing out the ball by adding the weight
of subtler changes in neighbouring pixels.

After removing the background, we apply the fast
region growing algorithm of [4] to generate a list of
regions of interest to feed into our object identification
algorithm. Figure 2 shows the result of background
removal.

Figure 2: Separation of objects from the background.

Figure 3: A new hat design: fixed black values al-
low an orientation to be recognized, while white and
non-white values in locations 1-6 allow identity to be
determined

4 Pragmatic Object Identification

The motion detection described in the previous sec-
tion allows us to efficiently determine, for any frame,
which pixels do not form part of the static background,
and separate these from the image. We must now de-
termine the identities, orientations, and positions of
the objects in the captured image, in a manner that
uses a minimum of computational resources.

To do this, we require a simple and effective form
of representation to be able to distinguish the objects
(robots and the ball) in which we are interested. For
each of these, a single image can provide the orienta-
tion and identity. The difference across multiple im-
ages can determine the velocity, and multiple images
can be used to correct errors when an object is not
successfully identified in every image.

Previously, most teams in the RoboCup small-sized
league and elsewhere have used colored markings on
hats sitting on top of the robot. The small-sized league
rules state that one colored spot must be used to iden-
tify the team to which the robot belongs, and a num-
ber of other colors are normally employed to provide
a series of color combinations that will both identify
individuals and indicate their orientation.

It has been shown previously [5] that that an invari-
ant, asymmetrical pattern on a robot hat allows one
to identify more robots with fewer colors. In order
to recognize both robot identity and orientation, we
employ a novel hat design, as shown in Figure 3, and
use motion detection to prime a multi-pass tracking
system.

The hat pattern shown in Figure 3 contains two
black wedges that are identical on all robots, allowing a
scanning algorithm to determine the orientation from



these wedges alone. The remaining six wedges can be
identified based on their relative positions to the two
black segments. By marking just one of these segments
with some color (neither black nor white; Our tracking
system is indifferent to the color) we can identify up
to six different robots uniquely. By marking two of
these segments, up to twenty-one individuals can be
determined. For the purposes of RoboCup the centre
of the hat is left for the team color.

The motion detection described above gives us a
list of regions of interest. To identify a robot, we
begin with the center of each region and employ a
restricted high-resolution interpolation. We interpo-
late three concentric circular strips of pixels around
the assumed centre point, storing only the intensity of
each pixel. The strips have a radius 50%, 56% and
62% of the hat radius respectively, with each strip 64
pixels long. We then build a representative strip by
taking the median intensity pixel for each of the 64
cells and running this representative strip through our
robot identification algorithm.

To maintain indifference to color, we must deter-
mine two boundaries within the representative strip:
the boundary between black and other (the marker
which is neither black nor white), and the boundary
between other and white. We use a histogram of in-
tensity values gathered while interpolating the strip.
The hat design is such that any point near the centre
will yield approximately 25% black pixels in the strip,
so we employ the black-other (b − o) threshold value
that approximates this the closest.. For the other-
white threshold, we may employ the same method if
we know what robot we are looking for (as this deter-
mines the number of colored wedges). Otherwise, we
use an iterative method where we initialize the other-
white (o−w) boundary as the centre between b−o and
the top of the histogram’s range, and then replace the
boundary with the average of the weighted sum of the
histogram counts below o−w and those above o−w.
Two iterations of this provides us with a reasonable
threshold the majority of the time.

Once these thresholds are determined, the circular
interpolation is scanned for the two black regions. The
orientation of the robot is determined by taking the
average of the centre of the two black regions. This
allows us to determine orientation with a granularity of
1.4 degrees. Additionally, the two black wedges form
a basis to the plane on which the hat lies. From this,
we assess the widths of the two black regions and ad-
just the position of the robot accordingly. If the width
of a black wedge is too big, it pushes the robot’s cen-
tre away from the wedge. If it is too small, it pushes

the robot’s centre toward the wedge. This allows us
to recursively refine our estimate of the robot’s po-
sition. After determining centre and orientation, the
remaining parts of the representative strip are parti-
tioned relative to the black wedges and the identifi-
cation number of the robot is determined by simply
counting the number of white and colored pixels in
each wedge.

5 Tracking

We employ the above method for identifying a robot
as the core of a complete tracking system that oper-
ates in real time. While in theory one could look for
any area that could approximate a robot, hypothesize
a centre, and match from there, there are simply too
many potential areas to accomplish this in real time in
a data-directed manner. Moreover, regions represent-
ing robots may be grouped, in that robots can abut
one another and form a larger region in the image,
whose centre will never allow a robot to be matched.

To deal with this, we employ tracking of objects
across images. Before any motion detection takes
place, each robot found in the previous frame predicts
its position in the new image (based on previous posi-
tion and velocity). This will allow some robots to lo-
cate themselves in the image quickly, since they have
a basis for a centre point that will allow recognition
using the process described above. If a robot is able
to locate itself in this pass, it applies a mask to the
motion detection, which prevents the pixels it occupies
from being flagged as motion. This assists in recogniz-
ing other robots, in that a large clump of robots may
be broken into clearer regions once those recognized
by prediction are masked.

For the remaining unidentified robots, we find the
region in the image associated with the predicted po-
sition of each. This can be accomplished through a
binary search of the run-length encoded pixels and
their associated regions. If the lookup is successful,
and the region is of an appropriate size, the centre of
mass of the region is passed to the robot identification
algorithm.

These three steps allow the vast majority of the
recognition process to be done from a goal-directed
perspective. For any robots that remain unidentified,
we must heuristically attempt to match likely regions
in the image. We begin by assessing each unused re-
gion of motion, and if it is of a size that could con-
tain a robot, pass its centre of mass to the robot-
identification algorithm.



Regions of motion that are too large to be a robot
could still be a group of robots in close proximity. To
deal with this case, we observe that in the absence
of noise, a region of motion containing two or more
robots will have at least one robot touching each edge
of the region’s bounding box. As the regions are run-
length encoded, we may move the equivalent of one
robot radius in from the region’s edge, perpendicular
to the axis of encoding, and retrieve a list of runs that
should cross the centre of at least one robot. This
method is applied to both the top and the bottom
of each remaining region. From the list of runs we
choose of those that are at least one robot diameter
long. The robot-identification algorithm is then ap-
plied along these runs, using each pixel’s location as
the potential centre of a robot. If a robot is found in
this pass, it should mask itself out in the next frame
and allow regions containing several robots to be bro-
ken up recursively over the course of several frames.
While this could be done using only one image capture,
this puts a cap on the amount of processing applied to
a single frame.

Tracking is similarly employed when identifying the
ball. The difficulty in locating the ball in the interpo-
lated images has already been described in Section 2.
In practice, we have found it less error prone to ver-
ify the location of the ball through traditional region-
matching after it has been found through motion de-
tection, or in situations where no ball can be identified
(e.g. when a robot is next to the ball, the 1-4 pixels
occupied by the ball easily disappears into the robot’s
region). Where motion detection alone does not pro-
vide an obvious ball, a high-resolution interpolation is
performed on an area eight times the ball’s size in its
predicted location, this area is color thresholded and
segmented, and scanned for regions of the correct size
and dimension. This does require a predefined color,
but serves only to be used when motion detection fails
to provide a strong enough match.

In order to support the longer-term autonomous op-
eration of the system, every 180 frames the remain-
ing unused runs are used to update the background
image. In practice this means that shifts in lighting
and slight changes in camera position are accounted
for over time. The infrequency of updates quells per-
sistent noise while allowing moving objects to avoid
becoming part of the background.

6 Evaluation

We have implemented the algorithms described in
this paper in the global vision system Ergo. Ergo is

currently used in our laboratory for robotic soccer,
and also other field-based domains for both teach-
ing and research and is available for download at
http://avocet.cs.umanitoba.ca. Ergo has been used
extensively under what would be considered normally
variable lighting conditions in a laboratory (shadows
from passers-by, flickering fluorescent lighting, reflec-
tions from nearby objects). In all cases, frame rates of
28-35fps can be maintained while tracking eight robots
and the ball using the techniques described above.

We have also examined the performance of this sys-
tem under more extreme lighting conditions, such as
the directional, uneven lighting shown in Figure 4.
Even under conditions such as these, which would
never be considered acceptable for a robotic soc-
cer game, the approach described here proves robust
enough to identify the majority of the objects in the
system. Indeed, the only two it fails to identify are the
robot whose hat is almost entirely wiped out by glare,
and the robot that remains in the dimmest corner of
the screen. Even in this situation, the vision server
ran at 29 fps.

7 Conclusion

In this paper we have described a vision system that
can be used for robotic soccer and which does not re-
quire any predefined colors, nor the need for an over-
head camera. Colors are employed only to satisfy the
RoboCup demand that each team be marked with a
colored marker, and to verify the position of a ball
under very error prone conditions.

One shortcoming in our system is the current re-
liance on calculating the centre of a robot based on the
width of the black segments. Our current implemen-
tation causes the centre to drift based on inaccuracies
in this estimation. This drift is corrected by motion
detection, but as every object we can identify prior to
motion detection decreases the computation required
for motion detection itself, it is in the best interests of
speed to improve upon this.
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